LOSSLESS СOMPRESSION ALGORITHM FOR USE IN TELECOMMUNICATION SYSTEMS
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Abstract— The paper describes basic methods of data compression without loss and analyzes their advantages and disadvantages. There is a hardware implementation on FPGA of compression algorithm for stream processing of information. This algorithm can be used in applications related to telecommunications networks of distributed control systems. 
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INTRODUCTION
Designing distributed control systems for automation of technological processes related to the development of telecommunication systems (TCS). Velocity of data transfer between the individual subsystems and their volumes in TCS determine the velocity of reaction of the entire control system. Different compression methods are used to improve performance of TCS. Methods of lossless compression are used if data to generate the control actions of the control object are transmitted, for example, information from sensors or event. If informative data is transmitted, such as image or audio, to the operator during compression process, then losses are acceptable
PROBLEM STATEMENT

A timer Diagnostic Tool (TDT) was developed as a part of the diagnosis of technological timer (TT) linac URAL30 accelerator complex IHEP [1]. TDT controls input and output signals of the timer for operational decision-making of the accelerator operator. TT challenge is to synchronize the basic processes in a linear accelerator. TT is synchronized with the frequency of 1 MHz and generates 64 channels of sync with the timed delay, which is defined by the operator. Starting TT is given by outer 32 pulse T1..T32 (Fig.1 upper oscillogram) ...
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coding table must be placed into the output file. The
disadvantage of this algorithm is that it is impossible to
encode data as a stream.

An adaptive or dynamic Huffman algorithm eliminates
the discussed problems of the canonical compression
algorithm. The paper in [5] gives the basic principles of
the single-pass algorithm. This algorithm allows for
hardware implementation of the compressor.

Arithmetic coding refers to the class of entropy
algorithms [4], so that the frequency distribution of the
incoming characters must be known prior to coding.
There are variations of this method of data
compression with adaptive algorithm [6].

A comparative analysis of the discussed lossless
compression algorithms is given in [7]. A RLE algorithm is
rather simple. It is convenient for hardware implementation;
however, in the worst case, the output may have a size greater
than the input data size in half. Judging by compression ratio,
the arithmetic algorithm is strictly preferred, but it has lower
speed of compression and decompression.

 All of the above algorithms are universal compression
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Fig.1 Input and output synchronization impulses TT

In each cycle, only one pulse for each channel is generated
(or not formed) at a specified time during the normal operation
of the timer. Each signal from the TT output is fixed in the
TDT input register, and at that moment, time from the next
start of tkn (e.g. T1) to the channel impulse K1..K64 is stored
in a special memory. Discretization of time measurement for
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Fig.1 Input and output synchronization impulses TT
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TABLE I. TABLE NAME
	№
	t(work), 0С
	load factor

	1
	2
	3
	1

	1
	35
	0,15
	1

	2
	55
	0,3
	2


SOLUTION OF THE PROBLEM

In the implemented algorithm, there are elements which were discussed above when compression methods were reviewed. The data set which was received from the FIFO on the CODER, contains a 64-bit word channelized data. A logical "1" in any discharge is a recorded impulse with a time stamp of the 24-bit counter BTC, and the position of the "1" in the bit grid uniquely identifies the channel number TT. The entire 88-bit word is split into m bytes. In our case, m = 11. The work of CODER consists of two consecutive stages
СONCLUSION
The trial operation of the diagnostic tools showed stable performance of SDT. The maximum estimated compression ratio by using the developed algorithm is about 20. Real compression ratio which depends on the timing of channel signals, did not exceed 10. This algorithm is scalable: the bitness of compression ratio will increase, and at the same time the processing speed will decrease. Because of high processing speed, the ease of implementation, and the resulting compression ratio, we can talk about a rather good efficiency of the algorithm. The disadvantage of this algorithm is that the encoder for the output, in the worst case, may have a size greater than the input data resolution. Further work on the algorithm may include additional data compression using a sliding window method [2].
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